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Abstract:
The project abstract deals with the analysis of fault occurrences in the wireless networks and how the faults are monitored and tolerated in order to provide a good performance for the users throughout the network.  The focus is mainly on survivability, reliability and performance of the wireless networks in packet switched telecommunications and high speed data network where there is more chance of implementing the fault tolerance by paying attention to the survivability and repair of the wireless network. One of the most important factors is reliability of computer and network, as the number of users increased, the utilization of individual components increased with high speed occurring at same pace which lead to increase in fault tolerance so as to overcome. Another important factor is internet for communication in wireless network which need a constant mode of operation. The failure may be caused not only through these two factors but there are other factors that affect the components of system and networking. The deploying of fault tolerance mainly concentrates on performance, reliability, scalability, security and critical safety and privacy over the network.
The techniques for implementation of fault tolerance, it deals with mainly focusing on maximum prevention of network failure through wireless sensors, design and space allocation, managing traffic and restoration, privacy, security over the wireless connected network and also metrics quantifying the network existence at each layer including the design of contend spatial and temporal network behaviors.  The internet for wireless network is to develop a fault tolerance data center. Various algorithms have been proposed for the fault tolerance but this project deals more with the communication where a localized algorithm is developed that will require only required amount of communication. The deployment of this fault tolerance is tested offline also focusing on the cost and quality of the used components. The wireless networks consists of thousands of nodes that constitute a distributed embedded network that will handle sensing, actuating, communicating, signal processing, computation and communication tasks over the network. 

Introduction:
Fault tolerance has never been the major design objective. It has been also recognized that as complexity of computing and communication devices increases, fault-tolerance will gain more importance. The only component of fault tolerance that has received a great deal of attention in industry was off-line testing. We believe that the emergence of wireless sensor networks will further increase the importance of fault tolerance. At the same time, wireless sensor networks will impose a number of unique new conceptual and technical challenges to fault-tolerance researchers.
This vision is to provide voice, data, and multimedia services to users regardless of location, mobility pattern, or type of terminal used for access. As societal dependence on mobile terminals increases, users will demand the same system functionality, in terms of reliable service, that is characteristic of today’s wire line-based telecommunications and data networks. This implies that failures that inhibit communications or result in loss of critical data will not be tolerated. It is important to note that error can occur not just at the fault site, but also at some distance. Fault is an incorrect state of hardware or a program as a consequence of a failure of a component. Permanent faults are the ones that are continuous and stable in time. For example, permanent hardware faults are consequences of irreversible physical alteration within a component. An intermittent fault is one that has only occasional manifestation due to unstable characteristic of the hardware, or as a consequence of a program being in a particular subset of space. Finally, a transient fault is one that is the consequence of temporary environmental impact on otherwise correct hardware. For example, often the impact of cosmic radiation may be transient.
Description:
There are three main types of concerns that fault tolerance considers: fault models, fault detection and diagnosis, and resiliency mechanisms. Each level of abstraction has its own types of faults. At the gate level, several fault models has been successfully used in the testing phase. One model is “stuck at” where the logical value on interconnect gate or pin is permanently set to a value stuck at one or stuck at zero. Another model is the “bridging” fault model, where two or more neighboring signal lines are physically connected introducing either wired AND or wired OR functions depending on the used logic family. Shorts and opens are another class of faults and they correspond to missing or additionally introduced connections respectively.

Reliability techniques compromise of the following phases. The first one is fault confinement, where limits of fault effects are established over a particular area and therefore, contamination of other areas is prevented. Fault detection is a phase where it is recognized that an unexpected event has occurred. Fault latency is the time that passes between the fault occurrence and the moment when the fault is detected. Traditionally, fault detection techniques are classified into offline and online detections. Most often, for offline detection, special diagnostic programs are employed, either during idle periods of time, or using multiplexing with a regular mode of operation. Online detection targets real-time fault identification and is performed simultaneously with a real work load. Typical online detection techniques include parity checking, duplication and triplication. Diagnosis is a stage where the exact occurrence of a fault is attributed to a specific atomic piece of hardware. Reconfiguration is the stage that is entered after diagnosis and where the system is restructured in such a way that faults do not have an impact on the correct output. Graceful degradation is a reconfiguration technique where performance of the system is reduced, but the correct functionality is preserved. Recovery is a stage where an attempt to eliminate the effects of faults is conducted. Two most widely used recovery techniques are fault masking and retry. The fault masking approach is one where redundant correct information is used to eliminate the impact of incorrect information. In retry, after the fault is detected, a new attempt to execute a piece of a program is made in the hope that the fault is transient. Restart is the stage that is invoked after the recovery of correct undamaged information. In cold-restart, a complete resetting of the system is conducted. Repair is the stage where the failed component is substituted with the component that is operational.

In energy supply, it can be distinguish two parts of the energy supply subsystem. Traditional energy sources are rechargeable batteries and fault tolerance is achieved by providing a back up battery.  Another component that greatly depends on the surrounding environment is the wireless radio. The standard way to enhance the performance of radios is to use aggressive error correction schemes and retransmission. These two schemes are examples of time redundancy. In addition, several schemes have been proposed where two or more radios are used. Although the primary goal of these approaches is to save energy, they can be also used to enhance fault tolerance. In addition to the schemes that operate on the physical and link layer, it is important to mention techniques that operate at the network layer. However, these schemes are more naturally considered and implemented at the system

software  level.

The physical layer is responsible for establishing communication in a given medium between two nodes. Typical tasks at this level include modulation-demodulation, and encoding-decoding. Traditionally fully hardwired solutions have been used in order to minimize the cost and maximize the energy efficiency. A software radio is a wireless communication device in which parts or all of the physical layer functions are realized in software. It has been demonstrated that adaptive link layer techniques can significantly improve the performance of wireless networks. While the primary reason for the deployment of hardware and software radios has been to solve interoperability problems and to enhance performances in noisy media, there are also ideally suited for realization of a variety of fault tolerance techniques at the physical layer.

System software consists of the operating system (OS) and utility programs. There are several ways how one can address fault tolerance at the system software level with respect to the computational subsystem. Probably the most promising is through software diversity, where each program is implemented in n different versions in hope that different versions will not have identical bugs. The subsystems that can most benefit from fault-tolerance realized at the system software level is the communication unit. It is difficult to provide fault tolerance in an economic way at the level of a single sensor, we expect that numerous fault tolerant approaches for this task will appear at the middleware level. While currently the majority of applications are very simple, in order to address the real-life applications, there is a need to develop much more complex middleware. Addressing fault tolerance at the application level maybe very efficient, unfortunately any given application will require a customized way to properly address the issue. On the other side, an additional advantage of application level fault tolerance is that it can be used to address faults in essentially any type of resource.
Survivability is used to describe the available performance of a network after a failure. A survivability analysis measures the degree of functionality remaining in a system after a failure, and consists of evaluating metrics that quantify network performance during failure scenarios as well as normal operation.
Conclusion:
The potential deployment in uncontrolled and due to harsh environments and complex architecture, wireless sensor networks are and will be prone to a variety of malfunctioning. In this report we make a detail study of the fault tolerances in each layer and different types of implementations done to these faults in each layer and the different algorithms proposed in order to overcome faults in the network.
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